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1.1 Introduction

HPC (High-Performance Computing) infrastructures provide the me-
ans for compute-intensive modeling and simulations to achieve results
in reasonable time. Efficiency and effectiveness are the traditional key
targets for the optimization of such applied scientific methods and
they are major drivers for research and developments in HPC. In the
last years a further target has arisen driven by the needs of user com-
munities to enable them to focus on their research questions without
becoming deeply acquainted with the complex technical details of
HPC: usability of modeling and simulations in HPC. Science gateways
address this aspect as end-to-end solutions providing intuitive user in-
terfaces while connecting to the underlying complex infrastructures
and hiding the technical details as far as feasible and desired from the
users. This trend is reflected in quite a few web development frame-
works, containerizations, science gateway frameworks and APIs with
different foci and strengths, which have evolved to support the deve-
lopers of science gateways in implementing an intuitive solution for a
target research domain. Science gateways have evolved into a new era
since 2014 when providers of distributed computing infrastructures
reported the first time that the computing and storage resources have
been applied more often via science gateways than via command line
[1]. Part of this success can be credited to the development of reliable
and mature science gateway frameworks over the last decade [2].
Especially the rise of larger data amounts and the importance of
workflows for user communities have been recognized and sophistica-
ted data and workflow management solutions [3] have found their
way into such frameworks.
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The challenges for developers of specific science gateways, which ap-
ply HPC infrastructures, are manifold: from intuitive user interfaces
for the targeted research domain and security features through effi-
cient job, data and workflow management to parallelization of applica-
tions employing parallel and distributed architectures. The knowledge
about existing science gateway technologies and their distinctive fea-
tures and strengths helps developers to select a suitable framework or
API without the need to re-invent the wheel and to start the deve-
lopment of a specific solution from scratch.

In the area of science gateways several sources are available to get a
well-informed impression of the state-of-the-art technologies and
novel developments. Yearly science gateway workshops are esta-
blished in Europe, the US and Australia, which are partnering and
form an international platform to shape future directions for research,
foster the exchange of ideas, standards and common requirements and
push towards the wider adoption of science gateways in science [4, 5].
The peer-reviewed publications of the workshops and the joint special
issues reflect the international standard in this field [6]. IEEE has also
observed the importance of science gateways and the IEEE Technical
Area on Science Gateways is a further source of information on events,
publications and projects [7]. Besides such community-driven resour-
ces, the US National Science Foundation (NSF) [8] - as one of the main
funding bodies in the US - has recognized the significance of science
gateways and is funding the Science Gateways Community Institute
[9]. The Science Gateway Institute provides among other services an
excellent contact for general information on projects and technologies
[5]. The selection of a suitable technology for a specific use case is es-
sential and helps reducing the effort in implementing a science gate-
way by reusing existing software or frameworks. Thus, a solution for a
user community can be provided more efficiently. Additionally, novel
developments in web-based technologies and agile web frameworks
allow for supporting developers in efficiently creating web-based
science gateways.
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1.2 Science Gateways and Usability

The overall goal of science gateways is to provide an end-to-end solu-
tion and increase the usability of applications especially for resear-
chers who are not necessarily IT specialists. The significance of usabi-
lity and graphical user interfaces is evident in the history of IT
developments in the last 50 years: Doug Engelbart's Augmentation of
Human Intellect project, which developed a mouse-driven cursor and
multiple windows in the 60s [10], Apple's designs starting in the 70s
and resulting in a hype in the last 10 years around smartphones and
tablets, the first web browser [11] and an ISO standard on usability for
"visual display terminals” in the 90s [12]. The Internet revolutionized
research in the last 25 years with increasingly more sophisticated and
efficient distributed computing infrastructures and data management
solutions having evolved to maintain and increase their usability.
Novel developments in web-based technologies as well as agile web
frameworks allow for supporting developers in efficiently creating
user interfaces for web-based science gateways.

On the user interface side many libraries and frameworks have
evolved and we will only mention a few without the claim of comple-
teness. In general, JavaScript libraries, CSS and HTML5 with Ajax [13]
allow for dynamic websites focusing on the frontend with advanced
features. jQuery [14] is a widely used JavaScript library with standard
user interface methods for HTML document traversal and manipula-
tion and event handling. jsPlumb [15] is also a JavaScript library with
focus on the illustration of graphs and workflows with many imple-
mented features for the appearance of nodes and edges and corre-
sponding annotations. 3D graphics can be seamlessly created and edi-
ted in web browsers via the JavaScript APl WebGL [16] without the
need of installation of further software. The front-end framework Se-
mantic Ul [17] makes use of JavaScript library jQuery, while providing
intuitive classes for designing web user interfaces based on the philo-
sophy “everything arbitrary is mutable”. The web application frame-
works React]S [18], Foundation [19], Angular]S [20] uses declarative
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programming and follows the MVC concept (Model-View-Controller)
[21] to separate data, presentation and logical components in a clean
design.

While the look-and-feel of the user interface is especially important
for the acceptance in the user community, the backend and the inte-
gration with the underlying infrastructure, which is mostly hidden
from the users, is the more complex task from the technical point of
view. Some technologies are widely used for web-based science gate-
ways but are lacking standard libraries for the support of HPC infra-
structures such as the open source content management systems Dru-
pal [22] and Joomla [23] and the high-level framework Django [24].
Thus, the developers are creating such integrations from scratch. The
lack of HPC support out of the box also applies to portal frameworks
such as Liferay [25] and Pluto [26] but offering the advantage of re-
usability of so-called portlets. The portal frameworks are implementa-
tions of the JSR168/JSR286 [27, 28] standards and they enable to im-
plement portlets once and deploy them in every portal framework,
which supports these standards. Especially Liferay is widely used for
science gateways in the HPC community. In the last eight years a cou-
ple of science gateway frameworks have been developed on top of Li-
feray, benefitting from the available authentication and authorization
mechanisms and layout features, e.g., gUSE/WS-PGRADE [29].

In general, the architecture of science gateway technologies for distri-
buted systems consists of four layers: 1) the user interface layer, 2)
the application layer, 3) the high-level services layer such as job ma-
nagement and data management and if applicable workflow manage-
ment and 4) the connected cluster, grid and cloud infrastructures (see
Fig. 1). While the first two layers may be specific for each science ga-
teway developed via a science gateway technology, the third and fo-
urth layer are generic and can be re-used for any science gateway irre-
spective of its target domain. The generic requirements on such layers
have led to the development of multiple mature science gateway tech-
nologies. We refer to examples here, which are free and available as
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open source and can be as such further developed by the community
and are not based exclusively on a business model.

User Interface
HTMLS5, JavaScript Libraries, Liferay, etc.
Layer

l tools, workflows, etc. Application
Layer

Workflow
management

Metadata
services

Grid and
Cloud
services

Data
management

Figure 1: The general infrastructure for science gateways with providing access
to HPC resources. For each layer are examples of technologies provided.

One category includes workbenches such as Taverna [30], the Kepler
workbench [31], KNIME (the Konstanz Information Miner) [32], and
the UNICORE Rich Client [33]. These examples are additionally offer-
ing workflow management capabilities. They necessitate the installa-
tion of software on the user side and offer a workflow canvas to gra-
phically create and edit workflows and submit them to the underlying
infrastructure. Each user interface layer provides the same look-and-
feel for all applications. The target infrastructures are quite different
for these examples though. Taverna supports the workflow manage-
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ment of available web services, whereas Kepler targets command line
tools like R scripts or compiled C implementations. KNIME is intuitive,
versatile, widely used, and currently being extended to support gene-
ric access to HPC resources. The UNICORE Rich Client focuses on the
exploitation of compute and data infrastructures, which are integrated
via the UNICORE grid middleware [34].

The second category of science gateways contains web-based science
gateway frameworks. gUSE/WS-PGRADE, Galaxy [35], HubZero [36]
and the Catania Science Gateway Framework [37] belong to this cate-
gory. The first two offer workflow editing features and workflow ma-
nagement as well whereas HubZero provides workflow management
options in the backend via the workflow management system Pegasus
[38] but focuses more on the integration of single applications and col-
laboration tools analogous to the Catania Science Gateway Frame-
work. gUSE/WS-PGRADE and Galaxy offer generic workflow canvasses
capable of managing command line tools and web services. The con-
cepts behind creating the workflows are quite different though. While
WS-PGRADE includes the option for the users to upload and invoke
scripts and computational tools, Galaxy is designed as toolbox, which
is configured by an administrator and users can select from a list of
available tools. The extension of the science gateway frameworks with
user interfaces especially tailored to a specific application can be per-
formed in WS-PGRADE as portlets developed on top of Liferay. Galaxy
is not developed on top of a standard framework and thus does not di-
rectly support the implementation of specific user interfaces but since
it is available as open source, developers are able to extend the fra-
mework to communities’ demands.

The third category is concerned with the development of science ga-
teways and includes mature APIs and libraries offering features for
the implementation of the first three layers of the science gateway ar-
chitecture. Examples are Apache Airavata [39], the Agave Platform
[40] and the Vine Toolkit [41], which aim at reducing the effort on the
developer side while enabling to apply novel user interface technolo-
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gies and frameworks. All three frameworks are supporting diverse
programming languages and the basic concept is the same.

1.3 Designing Science Gateways

The close collaboration with the respective user community is crucial
to gather all necessary information and requirements on a science
gateway that is intended to serve for the specific use case. This usually
underestimated design task is more often than not the most challeng-
ing one. While users are mainly experts in their research domain, they
may be not aware of the implications of using specific software, the
availability of a computational tool, security demands or concepts
such as workflows. The exact layout for the science gateway is usually
a continuous and iterative process with suggestions from developers
for the layout and feedback and comments from the user community.

Through the experience with several projects and communities, we
have created a checklist for important topics to discuss and address in
collaboration with the communities [42]. This checklist can be used
for supporting the creation of a Software Requirement Specification
(SRS), for example, following the 830-1998 - IEEE Recommended
Practice for Software Requirements Specifications [43]. According to
the recommendation a SRS should be

a) Correct;

b) Unambiguous;

c) Complete;

d) Consistent;

e) Ranked for importance and/or stability;

f) Verifiable;

g) Modifiable;
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h) Traceable

It should address the software product - not the process of producing
a software product. In the MoSGrid project (Molecular Simulation
Grid) [44], for example, we created first a survey answered by about
50 domain researchers in computational chemistry, with questions
such as which tools they use, whether they know about computational
workflows and may use already workflows and whether they would
like to share their data and/or workflows. In the design process have
been directly involved the domain partners of the project (five domain
researchers from three affiliations).

The topics can be distinguished in the three main categories: domain-
specific topics, organizational topics and technical topics. Domain-
specific topics can be again divided in three major groups:

1. Requirements, which lay in the nature of the research topic.

2. Requirements, which refer directly to the target community
and their specific needs, their diversity in experience and
knowledge regarding the research topic and/or computational
tools and their analysis steps.

3. Requirements, which result from available specific resources
from lab instruments to local, on-campus, national to interna-
tional distributed computing infrastructures.

Topics of the three groups are in detail explained in Table 1.

Groups Topics Examples

Requirements Goal and target area of | Workflows for computa-
referring to the | the envisioned science | tional drug design using
research topic gateway docking tools

Scale and format of the | Molecular structures in
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available data

PDB format

Requirements
referring to the
target user
community

Groups of users distin-
guished via their expe-
rience in the research
domain

Novel users to the re-
search topic such as stu-
dents or experienced us-
ers in the research
domain

Groups of users distin-
guished via their expe-
rience with computa-
tional tools

Wet-lab researchers
mostly familiar with
working with Excel or re-
searchers familiar with
command line usage of
computational tools

Layout and feature re-
quirements

Strictly pre-configured
user interfaces, possibili-
ties for changing parame-
ter configurations or pos-
sibilities to process own
scripts

Priorities of features
and options

Alist ranging from must-
have to great-to-have op-
tions

Integration of existing
applications or devel-
opment of new applica-
tions from scratch

Computational tools al-
ready used in the com-
munity, e.g., Gromacs, or
developing statistical ap-
proaches with R

Visualization

Browsing of data or in-
teractive modules like a
molecule editor
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Workflow management | Pre-configuration of con-
nected tasks for a certain
purpose such as optimiz-
ing molecular structures
for a docking workflow
Security and privacy Private space for research
management results before publication
or patents and shared
spaces for results after-
wards
Requirements Hardware External disk at a lab con-
referring to taining the input data
available infra-
structures Credentials Access via on-campus ac-
counts or Grid certificates
for national resources
Batch systems, Grid PBS, UNICORE, etc.
middlewares or Cloud
systems
Data management sys- | dCache, iRODS etc.
tems

Table 1: The checkKlist illustrates the domain-specific groups and the topics,
which can be used by principal investigators and/or developers for designing
and implementation of a successful science gateway.

In contrast to domain-specific topics, organizational topics refer to

measures for a successful collaboration in general, which are influ-
enced via external factors of a project such as time constraints of a

grant or internal factors such as availability of alpha- or beta-testers
(see Table 2). It may be not feasible to receive information on all top-
ics or to set up all organizational aspects from the beginning but im-
portant is to raise the topics and start the conversation. The infor-
mation is essential for the correct choice of technologies and may
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prevent a significant amount of refactoring. While in industry the crea-
tion of a system specification is the common approach to define all re-
quirements, projects in academia work differently and are often more
dynamic and less clearly specified. One reason lies in the research na-
ture of the projects.

Groups Topics Measures

External Limited funding and Project plan with delivera-

topics time constraints bles and milestones
Availability of data and | Communicating via emails
computational tools and calls with third party af-
from third party affilia- | filiations
tions

Internal Concurrent collection Weekly meetings of re-

topics of requirements and searchers and developers or

features

development team

Concurrent feedback
during the develop-
ment

Agreement on alpha- and be-
ta-testers in the community

Location of teams

Distributed teams compared
to local teams necessitate the
use of conference calls as
well as emails to a larger ex-
tent, maybe under considera-
tion of different time zones

Table 2: The checklist illustrates the external and internal topics and measures
on the organizational side, which can be used by principal investigators and/or
developers for designing and implementation of a successful science gateway.

Besides the topics deriving from the research domain and the inter-
disciplinary collaboration, also technical topics of the design of availa-
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ble infrastructures and considerations regarding the involved devel-
opment team or single developers are important to examine. Such
subjective project analyses are complemented by the investigation of
objective conditions such as available support of suitable technologies.
See Table 3 for a comprehensive list of technical topics. This checklist
is intended to support the design decision process and is general ap-
plicable. Each use case is different and there is not one technology,
which fits them all but various mature solutions, which can form the
basis for diverse science gateways.

Groups Topics
Subjective Experience with existing frameworks, programming
factors languages and data access methods

Effort for extending existing frameworks compared to
novel developments for the specific use case

Synergy effects with other science gateway projects

Available infrastructure in the hosting environment
including security infrastructure and resources

Objective fac- | Available support of suitable technologies
tors

Scalability of suitable technologies

Technologies of the applications, which have to be in-
tegrated

Technical requirements of the applications and/or of
access to input data

Performance measures of applications

Table 3: The checklist illustrates the subjective and objective factors and the to-
pics, which can be used by principal investigators and/or developers for desi-
gning a successful science gateway.
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1.4 Reusability of Scientific Methods and Reproducibility of
Science

One of the goals of science gateways is to offer methodologies for per-
forming analyses, which can be re-used for different data sets and by
different users. Thus, many science gateways offer sharing possibili-
ties within a community, between different science gateway instances
of one technology or even between diverse technologies, e.g., via the
SHIWA platform [45, 46]. Even though such sharing options are avai-
lable, reusability of methodologies and reproducibility of science are
mainly dependent on two main aspects:

1.

The willingness of researchers to share methodologies and da-
ta.

Even with easy-to-use sharing options, researchers need to
perform further steps to provide their methodologies and data
to a community, which cost time and effort. They might have
invested a large amount of time and computing power to crea-
te these and see an advantage to keep the knowledge in their
group and between collaborators for creating further results
with this part of their research. A survey in the MoSGrid [47]
community elucidated that 70% would share their results and
molecular structures in a repository after they have published
them or own a patent. The disposition to share tools and
workflows was higher with nearly 90%. If these results can be
transferred to researchers in general, the 70% or 90%, respec-
tively, would be a promising result to achieve reproducibility
of science at a high rate.

Technical dependencies of methodologies and data.

Methodologies are among others dependent on operating sys-
tems, tools in diverse versions and local or distributed data. A
study on the social marketplace MyExperiment [48] for sha-
ring Taverna workflows, for example, presents that only 20%
of the workflows are reproducible and reusable out of the box.

13
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For solving such problems in science gateways, the different
sharing possibilities have to be analyzed and - where necessa-
ry - tools, data and workflows have to be provided in diverse
infrastructures and via various job and data management sys-
tems.

While research areas and the science gateway technologies are inde-
pendent of institutional, state or national boundaries, this does often
not apply to research infrastructures, which offer HPC infrastructures
such as EGI [49] and PRACE [50] in Europe or XSEDE [51] in the US.
The acquisition and maintenance of resources depend on funding,
which can be institutional, national or on international level. Thus, the
use of such resources is bound to policies and rules of the funding bo-
dies. To support user communities across such boundaries, it is essen-
tial for science gateway creators to understand the effects of applying
different research infrastructures.

Science gateways consists in general of three layers (see Figure 1) and
thus form a science gateway infrastructure:

1. User interface layer - This layer determines the layout and
design of the user interface visible to the community.

2. Application layer - This layer is responsible for the features
offered in the science gateway, e.g., generic applications such
as security features for authentication to and authorization in
the science gateway as well as domain-oriented applications
such molecular structure editors. In case of workflow-enabled
science gateways, this might be a workflow editor.

3. Services layer - This layer connects to services of the science
gateway framework such as data repositories and services
such as adaptors to apply batch, grid or cloud systems or di-
stributed data management systems.

In a well-designed science gateway, the first layer is independent of
the underlying research infrastructure while the latter influences the
second and third layer.
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Policies of research infrastructures add another complexity layer such
as the application process to receive allocations on and access to avai-
lable resources. The German National Grid Infrastructure, for example,
only gives access to users of German universities and their collabora-
tors. Other research infrastructures provide a more international
approach such as InCommon [52], for example. InCommon is an inter-
national initiative for global interfederation for security credentials jo-
ined by over 40 national federations. However, policies of research in-
frastructures are quite diverse from each other, which thus hampers
to determine generic challenges for policies of research infrastructu-
res. The conclusion is that policies themselves can form a technical
and organizational challenge dependent on restrictions resulting from
them.

The following challenges in the application layer have to be conside-
red.

Al. Security
Since one of the goals of science gateways is to create an easy-
to-use interface to underlying resources, a single sign-on fea-
ture for accessing the science gateway via the same security
credentials as the resources is highly desirable. Thus, the au-
thentication mechanism of the science gateway or an additio-
nal feature in the science gateway has to support the creden-
tials needed in a research infrastructure and corresponding
authorization to compute and data resources.

A2. Available tools

Diverse research infrastructures have instantiated diverse po-
licies regarding available tools. While some allow uploading
own tools for submission to the research infrastructure, some
only allow using pre-installed tools on the research infrastruc-
ture. In case of large software packages the installation has to

15
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be performed on the infrastructure for an efficient use. It is in-
efficient to install the whole package during each submission
of ajob referring to a tool in such a software package. Virtuali-
zations like Docker containers [53] form efficient solutions he-
re.

A3. Available data

Input data for a job or workflow may be available locally in the
science gateway or in one research infrastructure. If the data is
available in a certain research infrastructure and mandatory
for the effective and efficient application of a tool or workflow
in another research infrastructure, it needs to be added to the
targeted infrastructure.

Similar challenges are faced in the services layer, though they take
place on a different technical layer. Thus, the following challenges
have to be addressed.

S1. Job management system

S2.

Each research infrastructure supports at least one job submis-
sion system. It might be a local, batch, grid or cloud system,
which includes authentication, authorization and accounting
mechanisms. The services available in the science gateway in-
frastructure have to be analyzed whether they support one of
the available job management systems and its security de-
mands. While diverse hardware architectures might be avai-
lable in the research infrastructure, the differences are han-
dled by the job management system.

Data management system

The application of an available data management system in
the targeted research infrastructure results in a more efficient
performance of tools and workflows since it relieves the users
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S3.

from unnecessary uploads and downloads, which could be ve-
ry time-consuming in data-intensive analyses. Thus, the po-
ssibility to directly access the supported data management
system via services in the science gateway infrastructure is
beneficial for the efficiency of applications. Analogue to job
management systems, each data management system posses-
ses its own security features with authentication, authoriza-
tion and accounting mechanisms.

Data transfer protocols

Additionally to the aforementioned data management sys-
tems, research infrastructures provide data transfer protocols
for transferring data in general - whether it consists of execu-
tables, scripts, small or large input and output data sets or da-
tabases. Thus, the science gateway infrastructure needs to
support at least one of the available data transfer protocols
applied in the research infrastructure to be able to transfer fi-
les at all.

The aforementioned challenges are considered a minimal set regar-
ding the technical access to research infrastructures via science gate-

ways.

1.5 Conclusion

The overall goal of science gateways in HPC is the increased usability
of modeling of data and simulations using complex underlying compu-
ting infrastructures. This chapter introduces the generic architecture
of science gateways and examples for mature solutions. It outlines the
importance of gathering information for designing science gateways
for domain researchers, who want to apply HPC infrastructures and
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distributed data management. We have presented checklists for deve-
lopers in interdisciplinary projects considering domain-related, orga-
nizational and technical aspects independent of a specific selected
technology but as starting point for selecting technologies and desi-
gning as well as implementing a science gateway for a community.
These checklists can be used to prepare the interaction with domain
researchers and to make informed decisions about technologies suita-
ble for specific science gateways. A wide range of mature and mainta-
ined web frameworks and science gateway technologies are available
to aid developers in designing and implementing such solutions. While
each of them have their own communities, they also have their specific
advantages and disadvantages for use cases. Aspects such as scalabili-
ty and feature availability narrow the scope and help to choose the
most suitable technology.

Bridging the differences between research infrastructures via science
gateways is a promising way to set the stage for reusability of scienti-
fic methodologies and reproducibility of research on an international
stage. However, current technical implementations are not sufficient
to achieve such goals but also the researchers themselves have to be
willing to open up their methodologies and data to the community.
Science gateways can be beneficial for this purpose and ease the
required steps — especially if they are available in diverse research in-
frastructures. We have elucidated the challenges faced when science
gateways are ported to various research infrastructures in general.
While the technical challenges can be summarized in a minimal set
consisting of security mechanisms, tool and data availability as well as
data management and data transfer protocols, the challenges resulting
from policies are dependent on the policies themselves.
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